The Modern Form of Bernoulli’s Theorem
The modern form of Bernoulli’s theorem is:

If N 1s sufficiently large,
the probability that

%_ p‘ <¢ will be greater than 1-n.

M is the number of successes in N trials, P is the probability of a
success 1n a single trial and € and m are positive numbers chosen as
small as desired.

In this paper, I outline the proof of this theorem using Bernoulli’s
and Markov’s techniques.

One of the improvements that Markov made to Bernoulli’s theorem
was to remove the restrictions that Bernoulli put on N and ¢ .

In Bernoulli’s proof ¢ had to be % and N had to be a multiple of T.

Bernoulli used NT to stand for the number of trials. I will use N™ to
stand for Bernoulli’s use of N and N will stand for the number of
trials.

NP roughly corresponds to N'R
NP + N ¢ roughly corresponds to N'R + N”
NP - N ¢ roughly corresponds to N'R - N

I say roughly because NP, NP + N ¢, and NP - N ¢ may not be
integers.



Let A be the smallest integer greater than or equal to NP.

Let u be the smallest integer greater than or equal to NP + N ¢ .
Let k be the largest integer less than or equal to NP - N €.

Let T, be the probability of getting exactly 1 successes in N trials.

M—P‘ < g 1sequal to:

The probability that N

Tyt Tyt ... +T,4T, .+ ... T, and the probability that

‘%— P > ¢ isequal to: Ty+T + .. AT +T +T 1+ ... +Ty

Let A = T}\’+T7\’+1+ ceve +T“_1 and B = T;\‘_1+T7\‘_2+ ""+Tk+1
Let C=T+T, +..4Ty and D = TAT, + ... +T,
The probability that ‘%_ p‘ <gisA+B and A+B+CHD=1.

We will show that if N is sufficiently large, C<1A—77 and D<IB—77
-n -n

So then A+B+1A77 +IB77 >1. So AtB>1 -n.
-n 1=n

So if N is sufficiently large, the probability that ‘% —~ P‘ < g 18

greater than 1 —n .
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It remains to be shown that by making N sufficiently large

lﬂ

F" nd TT’C can be made smaller than 7 .
A A-1

We will show that 2= And 't can be made as large as

u k

desired by making N sufficently large, which gives the same

result.

We will apply my method from Lemma 7 of my paper
Bernoulli’s Theorem.

We calculate L from the formula P(K) = NPT
2y KI(N - K)!

Where P(K) is the probability of getting exactly K successes in

N trials when the probability of success on a single trial is P
and Q=1-P.

T = NN =D..(N-2+DP'Q""
=




NN =1)..(N = g+ 1)P*Q"*

T
" w(p—1....1
So Ln = p(p=1)....(A+1DO"*
4 (N=A)(N-A=1)..(N - pu+1)P"*

u

Reversing the order of the factors in both the numerator and
denominator so they will be increasing from left to right instead of

decreasing we get:

A+ 1)(A+2)....(u— 1) Q"
(N—pu+1)(N—-pu+2).... (N-A-1)(N-A)P"*

T,
T#

7 (AO+0) s (A0+20) s 5 _ (WO-0) 4 O

Fﬂ (NP—uP+P) (NP-—uP+2P) =~ (NP-AP-P) (NP-AP)

Notice that each fraction is obtained from the previous fraction by
adding Q to the numerator and P to the denominator .

The first fraction is itself obtained from NP/IQyP by adding Q to the

numerator and P to the denominator . There are p—A fractions in the

. . T, .
product, so by the same reasoning as in lemma 7, Fﬂ 1S

U



greater than the smaller of (l—j Hhor (”—QJ bk

NP — uP (NP - AP)
If NP and Ne¢ are both integers then pu—A = Neg . If one or both are
not integers, then u—A > Ne — 1.

So 2 is greater than the smaller of ( A0 jNg‘l or (”—QJ Ne-l,
T NP (NP— AP)

U

(NP+NeQ 1O 4 WP+NoQ _ Pte
NP - NP?> = NP- AP NP — NP> P

NPQO L0 NPO _ 0
NP - (NP + N&)P~ NP — uP NP—(NP+Ne)P  QO-¢

So % is greater than the smaller of (P ”) or ( 0 j .

u P

So by making N sufficiently large, % can be made

U

greater than Ly

n
osine P = e —mon
T — N(N—1)....(N—}V+2)p)~*1QN—A+1
A—1

(A-1)(1-2)...1

N(N -1)....(N -k + 1)PkQN—k
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T, _ (N=k)N—k=1)..(N-A+2)P"

So A—k-1
T, (A=1)(A=2)...(k + DO

Reversing the order of the factors in both the numerator and
denominator , so that the factors will be increasing instead of
decreasing gives:

T,, _N-A+2 4 N-A+3 , 4 N—k , P
T, k+1 k+2 a1 oM

S T,, _ NP-aP+2P o NP-AP+3P, . NP-kP
0 =
T, kQ+0 kO +20 A0-0

Notice that each fraction is obtained from the previous fraction by
adding P to the numerator and Q to the denominator . The first

fraction is itself obtained from NP_k—’IQPJFP by adding P to the

numerator and Q to the denominator. There are A—k-1 fractions
in the product, so by the same reasoning as in lemma 7,

U=

is greater than the smaller of (NP‘—WJ Akl o ( NP - kPj kel

. kQ (10-0)
If NP and Ng are both integers then A—k-1 = Ne —1 and this is the
smallest value that A—k-1 can have .

So T}‘l is greater than the smaller of (

NP — AP + Pj Ne—1 or( NP — kpj Ne-1
k

kQ (AQ-0)

NP—AP+P  NP—(NP+D)P+P _  NP(-P) _ P
kO (NP - N&)O (NP-Ne)(1-P) P-¢
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NP — kP S NP—(NP-Ne&)P _ NP(1-P)+ NeP _Q+¢
20-0 (NP+1)0-0 NPQ 0o

So T}‘l is greater than the smaller of (Pij Ne=lor (&j Nl

k 0

Lt can be made greater than

So by making N sufficiently large,

k

1

n

So if N is sufficiently large L1 and L s 1

T, n I, 17

So if N i1s sufficiently large, C < A (ILJ and D < BIL
- —-n

This completes the proof.

Daniel Daniels



